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Language Modeling

 Modeling sequences of words (today)

 N-gram Models

 HMMs (briefly)

 Neural Network Language Models

 Modeling Documents (next time)

 “Bag of words”

 Latent Semantic Analysis, Latent Dirichlet Allocation



Modeling Sequences of Words

 Statistical language models assign probabilities to 

sequences of words

P(“the dog barked”) = 4.203 * 10-9

 Applications

 Speech Recognition

 Machine Translation

 Spelling Correction

 Information Extraction
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 Sparsity: Smoothing, Backoff

 Perplexity Measure

 Exploiting Word Similarity

 Brown Clustering
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 Future Directions



So you want to learn an n-gram model

 Don’t implement one yourself

 SRILM

http://www.speech.sri.com/projects/srilm/

http://www.speech.sri.com/projects/srilm/


Outline

 N-gram Models

 Sparsity: Smoothing, Backoff

 Perplexity Measure

 Exploiting Word Similarity

 Brown Clustering

 HMMs (briefly)

 Neural Network Language Models

 Future Directions



How to measure LM performance?

 Test model M on held-out text  𝑤 of length N

Perplexity(M,  𝑤) = 2
− log2 𝑃𝑀  𝑤

𝑁



http://www.cs.stonybrook.edu/~ychoi/cse628/lecture/02-ngram.pdf

http://www.cs.stonybrook.edu/~ychoi/cse628/lecture/02-ngram.pdf


 http://bulba.sdsu.edu/cl/Members/rmalouf/courses/ling-581-computational-linguistics-spring-2008/slides/18-ngram.pdf

 And many others

http://bulba.sdsu.edu/cl/Members/rmalouf/courses/ling-581-computational-linguistics-spring-2008/slides/18-ngram.pdf
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motivation

Corpus includes:

“Deadline on Monday”

“Deadline on Thursday”

… suggests P(“Deadline on ___”) ?



Brown Clustering

Michael Collins

http://www.cs.columbia.edu/~cs4705/lectures/brown.pdf

http://www.cs.columbia.edu/~cs4705/lectures/brown.pdf


Learning Clusters?

 Greedy Agglomerative Clustering

 Start with each word in own cluster, iteratively combine the 

two clusters that results in the smallest decrease in likelihood

 Slow (cubic in vocab size), faster approaches exist





Miller, Scott, Jethran Guinness, and Alex Zamanian. "Name Tagging with Word 

Clusters and Discriminative Training." HLT-NAACL. Vol. 4. 2004. 



Miller, Scott, Jethran Guinness, and Alex Zamanian. "Name Tagging with Word 

Clusters and Discriminative Training." HLT-NAACL. Vol. 4. 2004. 



Miller, Scott, Jethran Guinness, and Alex Zamanian. "Name Tagging with Word 

Clusters and Discriminative Training." HLT-NAACL. Vol. 4. 2004. 



HMMs

 “Soft” version of Brown Clusters

 as GMMs are to K-means
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Concatenation

1 of |V| encoding

Weights

http://www.fit.vutbr.cz/research/groups/speech/publi/2010/mikolov_interspeech2010_IS100722.pdf

http://www.fit.vutbr.cz/research/groups/speech/publi/2010/mikolov_interspeech2010_IS100722.pdf


Results

0.75*RNN + 0.25 * KN



RNNs

http://colah.github.io/posts/2015-08-Understanding-LSTMs/

Word in text

Predicted output Predicted next output



LSTMs



Intuition behind LSTMs

 Harness long-range dependencies

 “She’s _________ so I hope that she will __________ .”

brilliant join us

sick not breathe on me



LSTM example

Noraset et al., AAAI 2017



results

 Incredibly good language modeling results

 Good Turing Smoothing: ~160 perplexity (lower is better)

 Kneser-Ney smoothing: ~140 perplexity 

 Today’s best LSTMs: ~70 perplexity [Google, ca 2015]

Perplexity numbers on Penn TreeBank data set (approx.)


