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Language Modeling 

• Modeling Documents 

– “Bag of words” 

– Latent Semantic Analysis, Latent Dirichlet 
Allocation 

• Modeling sequences of words 

– N-gram Models 

– HMMs 

– Neural Network Language Models 



Latent Semantic Analysis (LSA) 

• The technique that started it all 

– ca. 1989 

• Idea: automatically find similar words, docs 

– If two words tend to occur in similar documents, 
the words are similar 

– If two documents tend to include similar words, 
the documents are similar 



LSA: Linear Algebra Formulation (1) 

• X = term-frequency matrix (t x d) 

 

 

 

 

 

d1 d2 d3 d4 d5 d6

airplane 2 21 0 0 0 10

does 3 20 13 10 2 12

elephant 2 3 0 2 0 0

found 12 4 2 3 12 1

house 1 1 0 0 1 0



LSA: Linear Algebra Formulation (2) 

• Write X (t x d) as 
   X = W S PT 

• Where 

– W (t x r) and P (r x t) are orthonormal matrices 

– S (r x r) is a diagonal matrix, entries sorted in 
decreasing order 

– ….where r = min(t, r) 



X Xk 

LSA: Linear Algebra Formulation (3) 

• X = W S PT 

 

 

 

 

• Xk = Wk Sk Pk
T (all but first k entries of S => 0) 

• Key: Xk is the best rank-k approx. to X 
(in mean squared error) 
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Rank-k approximation 

• Xk = Wk Sk Pk
T 

• Put another way: 

– Represent each term as k-vector of numbers 

– Represent each document as another k-vector 

• Vectors represent “semantics” in the sense that 

– Entry in Xk is dot product of term & doc vectors 
(with dims weighted by Sk) 

– No other length k vectorization approximates X better 



Example 
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To Review 

• Represent each term as k-vector of numbers 

– “human” = [0.22, -0.11] 

• Represent each document as another k-vector 

– d1 = [0.2, 0.61] 

• Entry in Xk for “human” appearing in p1 is dot 
product of vectors, weighted by entries of Sk 

= Sk (1,1)*0.22*0.2 + Sk (2,2) *-0.11*0.61 = -0.02 

• So using k = 1, what does the word vector signify? 

The document vector? 



Examples 

• Alternative of stemming often conflates meanings, e.g. 
flower becomes flow – as compared to LSA: 
– flower-flow have cos = -.01,  
– dish-dishes cos = .68.  

• More examples of cos in latent space capturing word 
meaning: 
– Flower: petals .93, gymnosperms 0.47  
– Flow: flows .84, opens 0.46  
– Dish: sauce 0.70, bowl 0.63  
– Dishes: kitchen 0.75, cup 0.57 
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