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Abstract

Realizing new services on the Internet ultimately requires edge-based solutions for

bothdeployability andscalability. I proposeto design, implement,andevaluate a seriesof

threeedge-basedalgorithmsandprotocolsfor efficient inferenceandcontrol of theInternet

from its endpoints. Theproposedsolutionstogether form a new foundation for quality-of-

servicecommunicationvia ascalable edge-based architecturewherethenovel functionality

is added strictly at either edgerouters or end hosts. In particular, this thesis proposes

techniquesfor multi-classservice inference, active probing for available bandwidth, and

end-point-basedprotection againstDenial of Service(DoS)attacks.

The proposedmulti-classservice inferencetechniques reveal the sophisticated multi-

classnetwork componentssuchasservice disciplinesandrate limiters usingsolely pas-

sive packet monitoring at the network edges. Theseinferencessignificantly enhance the

network monitoring andservice validation capabiliti esandprovide vital information for

makingefficient useof resources.Theproposedactive probing schemeinfers andutil izes

only the available network bandwidth andaimsto realize a low-priority service from the

network endpoints,afunctionality thatwouldotherwiserequireamulti-priority or separate

network. Finally, the end-point-basedprotection against DoSresearchaimsto detect the

main fragile points of TCP from the perspective of a DoS attacker. This would not just

help to significantly improve therobustnessof TCPin presenceof DoSattacksbut would

indicatethat the protection mechanismsagainst DoS should be implemented not only in

thenetwork core asconventionally donebut alsoat thenetwork edge.



1 Introduction

TheInternethasevolvedinto asystemof astonishingscaleandcomplexity suchthatthedevel-

opmentanddeploymentof advancedservicesonit hasreachedacrossroads:efforts to addnew

servicesin the network corehave quickly encounteredscalabilityproblems,yet new services

arein critical demandandmustberapidlyandwidely deployed.

Consequently, thereis aquestto stepbacktowardtheoriginaldesignprinciplesof theInter-

net[1] andpushtheadvancedfunctionalityto thenetwork edgewhile implementingminimum

functionality at thenetwork core. And while thedesignprinciplesandconstraintsareleft un-

changed,the expectationsfrom the future Internetsignificantlyovercomea moderatesingle

best-effort datagramserviceof thepast:theusersdemandmultiple traffic classes,servicedif-

ferentiation,andQoSguarantees.To achieve thesegoals,network researchersarechallenged

to devisesophisticatednew algorithms or improve theexisting ones,yet usingsolelymeasure-

mentsobtainedat thenetwork edge.

To implementa QoS or a transmissioncontrol from the network edge,it is essentialto

make solid inferencesof bothstaticanddynamicinternalnetwork properties.For example, to

makesuccessfulcapacityplanningdecisions,anetwork engineerneedsestimatesof bothlower

(or guaranteed)andupperservicebounds.On theotherhand,to performa solid transmission

controlin awide-areanetwork thatdoesnotprovideany explicit informationaboutthenetwork

path,a transmissionprotocolshouldform its own estimatesof currentnetwork conditions, and

then to usethem to adaptas efficiently as possible. A classicexampleof suchestimation

andcontrol is how TCPinfers thepresenceof congestionalonganInternetpathby observing

packet losses,andeithercutsits sendingratein thepresenceof congestion,or increasesit in

theabsence.

In this thesis,I proposeto design,implement, andevaluatea seriesof threeedge-based

algorithms andprotocolsfor efficient inferenceandcontrolof the Internetfrom its endpoints.

Theproposedsolutionstogetherform a new foundationfor quality-of-servicecommunication

via a scalableedge-basedarchitecturewherethenovel functionality is addedstrictly at either

edgeroutersor endhosts. This work devisestwo novel algorithmsthat infer both important

staticanddynamicnetwork properties.Also, it proposesimprovementsfor TCP, thedominant

end-point-basedprotocolof todaysInternet,thatshouldsignificantlyenhanceits immunity to
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DoSattacks.

First, this thesisdevelops a framework for monitoring, validation,andinferenceof multi-

classservices.In particular, it shows how passivemonitoring of systemarrivalsanddepartures

canbeusedto detectif a classhasa minimumguaranteedrateand/ora ratelimiter. Moreover,

if suchelementsexist, thiswork showshow to computetheirmaximumlikelihood parameters.

Beyondasingleclass,it alsoshowshow inter-classrelationshipscanbeassessed.For example,

this researchdevisestestswhich infer notonly whetheraservicediscipline is work-conserving

or non-work-conserving,but alsotherelationship amongclasses,suchasweightedfair or strict

priority.

Second,thisthesisdevisesTCPLow Priority (TCP-LP), anend-pointprotocolthatachieves

two-classserviceprioritization without any supportfrom the network. The key observation

is that end-to-enddifferentiationcan be achieved by having different end-hostapplications

employ different congestioncontrol algorithms as dictatedby their performanceobjectives.

SinceTCP is the dominant protocol for best-effort traffic, TCP-LP is designedto realizea

low-priority serviceascomparedto the existing besteffort service. Namely, its objective is

for TCP-LP flows to utilize the bandwidthleft unusedby TCP flows in a non-intrusive, or

TCP-transparent,fashion.

Finally, thisproposalanalyzesTCPin presenceof misbehavingflows,whichareoneof the

major threatsto adequateQoS.Conventionalwisdomsaysthat today’s Internetis stabledue

to TCP andits congestioncontrol mechanisms.The hypothesisof this researchis that these

mechanismscanbeusedasa tool for DoSattacksandtheobjective is to detectthemainfragile

pointsof TCP. The otherconventionalwisdomsaysthat misbehaving flows arehigh bit-rate

flows. In contrast,this thesisarguesthat this is not necessarilytrue andshows that it is only

thin a line betweennon-intrusive inferencetechniquesandDoSattacks.

2 Background

This sectionprovidesa brief review of inter-classresourcesharingtheory, which is a starting

point upon which the multi-classinferencetechniquesare developed. Next, it reviews the

mainTCPcongestioncontrolphaseswith emphasison thosewhichareof interestfor available

bandwidthinferenceandDoSresearch.
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2.1 Inter-class Resource Sharing

In [2], statistical admission controltestsaredevelopedfor severalmulti-classschedulers.The

key techniquefor exploiting inter-classresourcesharingis to characterizea class’ available

servicebeyond its worst-caseallocation. For example,in a WeightedFair Queuing(WFQ)

server, aclasswith weight
���

receivesserviceatratenolessthan
�����

wheneverit isbacklogged.

However, dueto statistically varyingdemandsof otherclasses,theservicereceivedcanbefar

greaterthanthis lowerbound.A statisticalserviceenvelopeis ageneralcharacterizationof the

servicereceivedby a classover intervalsof differentlengthfor which theclassis continually

backlogged.More important,the serviceenvelopesreveal the internalnetwork mechanisms

usedfor servicedifferentiationsincethey arefunctionsof schedulerparametersandotherclass’

input traffic. Thus,they arean ideal tool that is usedto both detectthe type of an unknown

schedulerandto estimateits parameters.

2.2 TCP Congestion Control

Figure 1 shows a temporalview of the TCP/Renocongestionwindow behavior at different

stageswith pointson thetop indicatingpacket losses.Datatransferbegins with theslow-start

phasein which TCP increasesits sendingrateexponentially until it encountersthe first loss

or maximumwindow size. From this point on, TCP entersthe congestion-avoidancephase

andusesanadditive-increasemultiplicative-decreasepolicy to adaptto congestion. Lossesare

detectedvia eithertime-outfrom non-receiptof anacknowledgment, or by receiptof a triple-

duplicateacknowledgment. If lossoccursandlessthanthreeduplicateACKsarereceived,TCP

reducesits congestion window to onesegmentandwaitsfor a periodof Retransmission Time

Out (RTO), afterwhich thepacket is resent.TheRTO parameteris dynamically updatedbased

on theestimatesof smoothedRound-Trip Time (RTT) andRTT variation.Allman andPaxson

[3] show thatTCPachievesnearoptimalperformanceif thereexistsa lowerboundfor theRTO

of onesecond.Thus,it hasbeenaccepted[4] thatwheneverRTO is computed,if it is lessthan

onesecondthenit shouldberoundedupto onesecond.In thecasethatanothertimeoutoccurs

beforesuccessfullyretransmittingthe packet, TCP entersthe exponential-backoff phaseand

doublesRTO until thepacket is successfullyacknowledged.
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Figure1: Behavior of TCPCongestionControl

3 Thesis Contributions

Our contributionsareasfollows.

I. Multi-ClassServiceInference

A. Network Scenario[5]

This thesisdevisesanalgorithmwhich infers themulti-classnetwork components

suchasservicedisciplinesandratelimiters usingsolelypassive packet monitoring

at the network edges. Using empiricalarrival andserviceratesmeasuredacross

multiple time scales,andusingthe theoreticalserviceenvelopesdevelopedin [2],

this work first deviseshypothesis testsfor determining themostlikely servicedis-

cipline amongEarliestDeadlineFirst (EDF), WFQ, andStrict Priority (SP)1. The

hypothesis testsareperformedover multiple time scales,andthe final decisionis

obtainedusingmajority rule over all time scales.After inferring thescheduler, the

algorithmfinds the Maximum Likelihood Estimate(MLE) of unknown scheduler

parameterssuchas EDF delaybounds,WFQ weights,and relative SP classpri-

orities. Finally, usingthesamemethodology, we show how non-work-conserving

elementsaredetectedandparametrized.

Thisresearchshowsthattimescalesplayakey rolein determiningmulti-classcom-

ponents.Shorttimescalemeasurementsarecrucialfor detectingratelimiterswhile

long time scalemeasurementsbestreveal “link sharing”rulesandweights. Thus,

a key aspectof this work’s contribution is that it treatsphenomenaoccurringat
1The devisedmethodology canbe appliedto any otherschedulerfor which a statisticalserviceenvelope is

derived.
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differenttime scalesin a uniform andmethodical way. Simulation experiments in

ns-2show highaccuracy in bothinferringunknown schedulersandestimating their

parameters.

B. QoS-enabledWebServerScenario[6]

This thesisfurther extendsthe above algorithm to QoS-enabledweb-server sce-

nario.Thekey issuehereis thehighvariability of servicetimesdueto factorssuch

asdifferentprocessingtimes,disk servicetimesandvariablefile sizes. To over-

comethis problem,this work modifiesthe above inferencealgorithmsuchthat it

first assessesandstatistically characterizetheweb-server’s servicevariability, and

thendeterminemutualrelationships amongclasses.I evaluatethe modifiedalgo-

rithm usingsimulator from [7] andfind out that it achieveshighaccuracy provided

that the variability of servicetimesdueto the above server-specificfactorsis not

significantlylargerthantheservicevariability dueto otherclass’workload.

II. TCPandAvailableBandwidthInference

A. TCP-LP: DesignandAnalysis[8]

This proposaldevelopsTCP-LP, a novel distributed protocolfor low priority data

transferwhoseobjective is to utilize thebandwidthleft unusedby TCPflows. The

methodology for developing TCP-LPis asfollows. This work first developsa ref-

erencemodelto formalizethetwo designobjectives: TCP-LPtransparency to TCP,

and(TCP-like) fairnessamongmultiple TCP-LPflows competing to shareexcess

bandwidth.To approximatethe referencemodelfrom a distributedend-pointpro-

tocol, TCP-LPemploys two new mechanisms.First, in orderto detectoncoming

congestionprior to TCPflows, TCP-LPusesinferencesof one-way packet delays

asearly indicationsof network congestionvs. packet lossesusedby TCP. TCP-

LP’s secondmechanismis novel congestionavoidancepolicy which modifiesthe

additive-increasemultiplicative-decreasepolicy of TCPvia theadditionof aninfer-

encephaseanduseof amodifiedback-off policy.

I implementTCP-LPin ns-2simulator andthesimulationresultsshow thatTCP-LP

is largely non-intrusive to TCP traffic andthat bothsingleandaggregateTCP-LP
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flows areableto successfullyutilize excessbandwidth.Moreover, theexperiments

show thatmultiple TCP-LPflowsshareexcessbandwidth fairly.

B. TCP-LP: Implementation andEvaluation in theInternet

I proposeimplementationof TCP-LPin Linux andits evaluation in a test-bedand

the Internet. In the test-bed,I proposeevaluation with both artificial andHTTP

backgroundtraffic in orderto validatetheabovesimulationfindings.In theInternet,

I proposeto performexperimentswith bulk datatransfersusingTCPandTCP-LP

protocolsandto comparetheir throughputsover long time scales.This wouldhelp

thenetworkingcommunity to betterunderstandandquantifythedifferencebetween

thepureexcessnetwork bandwidthandtheavailable bandwidthasexperiencedby

TCP. Moderatedifferencesbetweenthetwo quantitieswouldstrongly supportTCP-

LP’s candidacy for theleadingbulk-datatransferprotocolof thefutureInternet.

III. TCPandDenialof ServiceAttacks

I proposeto analyzeandevaluateTCP from the point of a DoS attacker andmy goal

is to detectthemain fragile pointsof TCP. Themainhypothesisis that the exponential

backoff policy andthe newly adoptedvalueof minimum RTO [4] togetherform a pre-

dictableanddeterministicmechanismthatcanpotentially beusedby malicioususersfor

DoS attacks. In particular, an attacker canchoosea strategy to provoke TCP to enter

exponential backoff phaseby sendingatpeakratesonly for ashortperiodof time(onthe

timescaleof aconnection’sRTT) andto repeatthisactivity periodicallyontimescalesof

theminimumRTO value.In thisway, theattackercansignificantlyintrudeabackground

TCP flow, but with only sendingat low averagerates. Moreover, sinceall variantsof

TCP usethesameexponentialbackoff policy with thesameminimum RTO value,it is

expectedthattheaboveDoSstrategy couldthrottleanaggregateof TCPflows,provided

that the congestioncausedby the DoS flow lastslong enoughto force all background

TCP flows to enterthe exponentialbackoff phase.Finally, consideringthat TCP flows

within the aggregatecanhave heterogeneousRTT times,anotherhypothesisis that the

above DoSstrategy canthrottleonly a subsetof flows within theaggregatewhoseRTT

is shorterthanthedurationof theDoSflow’sbursttime.

I proposeto examine the above hypothesisin ns-2simulator. If shown to be valid, the
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possible two implicationsareasfollows. First, in orderto preventagainstsuchlow bit-

rateDoSattacks,theTCP’sminimumRTO parametershouldberandomized.Second,the

above strategy canbeusedby network engineersto scalablyfilter long-livedTCPflows

with shortround-trip timeswhich canmonopolize network resourcesandsignificantly

impedethebackgroundTCPtraffic [9].

4 Related Work

While theedge-basedsolutionsdevelopedin this thesisareuniquein their goals,therearere-

latedefforts in severalareas.Thefirst is accurateinferenceof network characteristicsbasedon

end-to-endmeasurements;thesecondis network protectionagainstDoSattacks.Theinference

algorithms basedon end-to-endmeasurementscanroughlybedivided into two mainclasses:

staticinferencealgorithmsaim to estimatestatic(or fixed)network parameterssuchasbottle-

necklink capacities,buffer sizesor parametersof ActiveQueueManagement(AQM) schemes;

anddynamicinferencealgorithmsaim to estimatedynamic(or variable)network parameters

suchasavailablebandwidth. Thissectionfirst reviewsstaticanddynamicinferencealgorithms

andthentherelatedalgorithms from theareaof network protectionagainstDoSattacks.

Staticinferencealgorithms relateto multi-classinferencetechniquesdevelopedin this the-

sis in thefollowing two ways. First, thealgorithms thataim to measurebottleneckor per-hop

link capacities[10, 11, 12,13,14,15,16] relateto therate-limiterparameterinferencemethod-

ology. In particular, theproblemof inferringbottlenecklink capacityis essentially identicalto

the problemof inferring a single-level leaky bucket rate-limit parameter. However, the main

differenceis thattheabove techniquesuseactive probingwhile themulti-classtechniqueuses

passivepacketmonitoring. Moreover, theseactiveprobingtechniquesarenotsuitablefor infer-

ring multi-level leaky bucket parameterssincethis would requirethemto sendprobesat peak

ratesfor sustainedlong time periods2, which would unacceptablydegradetheperformanceof

thebackgroundtraffic. Second,theproposedtechniquesfor inferringthemostlikelymulti-class

schedulingdiscipline relateto probingschemesthataim to infer bottleneck-bandwidth queue

sizeandparametersof AQM schemes.Liu andCrovella[18] proposeonesuchschemewith the
2The inferenceof multi-level leaky bucket parametersrequireslonger time scalemeasurementsdueto traffic

constraint functionswhichshapethetraffic differentlyatdifferent timescales(see[17] for example).
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goalof inferring parametersof RandomEarly Detection(RED) or BLUE AQM schemes.The

main differencebetweenthe two inferencealgorithmsis that multi-classinferencealgorithm

intendsto first detectthe most likely bottleneckschedulerand then to estimateits parame-

ters,while Liu andCrovella [18] lack techniquesto detecttheAQM type implementedin the

bottleneckrouterbut simply assumethatit is known.

Theclassof dynamic inferencealgorithms thatattemptto infer theavailablebandwidthvia

probingrelatesto TCP-LP, which targetstransmitting at the rateof available bandwidth. For

example,Ribeiro et al. [19] andAlouf et al. [20] provide algorithmsfor estimation of pa-

rametersof competingcross-traffic undermultifractal andPoissonmodelsof crosstraffic. In

contrast,TCP-LPprovidesanadaptiveestimationof availablebandwidthby continually moni-

toringone-waydelaysanddynamicallytrackingtheexcesscapacity. Similarly, JainandDovro-

lis [21] develop pathload, a delay-basedrate-adaptiveprobingschemefor estimating available

bandwidth.Thekey differencebetweenpathloadandTCP-LPis that the latteraimsto utilize

theavailablebandwidth, while theformeronly estimatesit. Moreover, TCP-LPaddressesthe

caseof multiple flowssimultaneouslyinferring theavailablebandwidthby providing eachwith

afair share(accordingto TCPfairness),anobjectivethatis problematicto achievewith probes.

Next, end-pointadmission controlalgorithms alsouseprobesto detectif sufficient bandwidth

is availablefor real-timeflows[22]. Unfortunately, suchtechniqueshavea“thrashing”problem

whenmany usersprobesimultaneouslyandnonecanbeadmitted.While TCP-LPtargetsa low

ratherthanhighpriority class,its basicideasof adaptiveandtransparentbandwidthestimation

could be appliedto end-pointadmission control andcould alleviate the thrashingcondition.

In general,a probingflow shouldnot assumethatall measuredavailable bandwidthis for it-

self alone,asthis bandwidthwill besharedamongotherprobingflows. As TCP-LPpartitions

availablebandwidthfairly amongTCP-LPflows, thisproblemis eliminated.

Finally, therelatedalgorithmsfrom theareaof protectionagainstDoSattackscanbefound

in references [23, 24, 25, 26]. Thesealgorithms first try to detectthemisbehaving flows in a

network router. A commonassumption is thatthemisbehaving flows continuallysendpackets

atpeakratesover longtimeintervalsandthuscausepersistentcongestion.However, oneof the

hypothesesof this thesisis thatDoSattackscanbeperformedby flows thatsendat peakrates

only over short time intervals andwhich have low averagerate. Next, the above algorithms

aim to actively control the misbehaving flows at a network routeroncethey aredetected.In
9



contrast,this thesisproposesimprovementsto the existing end-pointTCP protocol. These

improvementspresentapreventiveanti-DoSmechanismthatshouldbeusedtogetherwith other

existingprotectionmechanisms, includingthosefrom [23, 24, 25,26].

5 Thesis Status

Theprogressof this thesiswork is asfollows.

Contribution I-A: Completed,for detailsandresultsreferto [5].

Contribution I-B: Completed,for detailsandresultsreferto [6].

Contribution II-A: Completed,for detailsandresultsreferto [8].

Contribution II-B: In progress.

Contribution III: In progress.
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