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ABSTRACT

Denial of Serviceattacksarepresentinganincreasinghreatto the
global inter-networking infrastructure. While TCP’s congestion
control algorithmis highly robust to diversenetwork conditions,
its implicit assumptiorof end-systencooperationmesultsin awell-
known vulnerabilityto attackby high-ratenon-response flows. In
this paper we investigatea classof low-rate denial of serviceat-
tackswhich, unlike high-rateattacks,are difficult for routersand
counterDoS mechanismgo detect. Using a combinationof ana-
lytical modeling,simulations,and Internetexperimentswe shav
that maliciously chosenlow-rate DoS traffic patternsthat exploit
TCP’s retransmissiotime-outmechanisntanthrottle TCP flows
to asmallfractionof theiridealratewhile eludingdetection.More-
over, assuchattacksexploit protocolhomogeneitywe studyfun-
damentallimits of the ability of a classof randomizedtime-out
mechanismso thwart suchlow-rateDoS attacks.
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A shrav is asmallbut aggressie mammalhatferociouslyattacks
andkills muchlargeranimalswith avenomoudite.
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1. INTRODUCTION

Denialof Service(DoS)attacksconsumeaesourcesn networks,
sener clusters,or end hosts,with the maliciousobjectie of pre-
ventingor severelydegradingserviceto legitimateusers Resources
thataretypically consumedn suchattacksincludenetwork band-
width, sener or routerCPU cycles,sener interruptprocessinga-
pacity, andspecificprotocoldatastructures ExampleDoS attacks
includeTCP SYN attackghatconsumeprotocoldatastructureon
the sener operatingsystem;ICMP directedbroadcastshat direct
abroadcasaddresdo sendaflood of ICMP repliesto atargethost
therebyoverwhelmingit; and DNS flood attacksthat usespecific
weaknessem DNS protocolsto generatehigh volumesof traffic
directedat a targetedvictim.

Commonto theabove attackss alargenumberof compromised
machinesor agentsnvolved in the attackanda “sledge-hammer”
approachof high-ratetransmissiorof pacletstowardsthe attacled
node.While potentiallyquite harmful, the high-ratenatureof such
attackgpresents statisticalanomalyto network monitorssuchthat
the attackcan potentially be detectedthe attacler identified, and
the effectsof the attackmitigated(seefor example,[6, 22, 30]).

In this paper we study low-rate DoS attacks,which we term
“shrew attacks), thatattempto dery bandwidthto TCPflowswhile
sendingatsufiiciently low averagerateto eludedetectiorby counter
DoSmechanisms.

TCP congestiorcontrol operate®n two timescalesOn smaller
timescalesof round trip times (RTT), typically 10’s to 100’s of
msec,TCP performsadditive-increasenultiplicative-decreasgAIMD)
controlwith the objective of having eachflow transmitat the fair
rateof its bottlenecKink. At timesof severecongestiorin which
multiple lossesoccur TCP operateson longertimescalesof Re-
transmissiorilime Out (RTO).! In anattemptto avoid congestion
collapse flows reducetheir congestiorwindow to onepaclet and
wait for aperiodof RTO afterwhichthepacletis resent.Uponfur-
therloss,RTO doubleswith eachsubsequentimeout. If a paclet
is successfullyeceved, TCPre-enterdAIMD via slow start.

To explorelow-rate DoS, we take a frequeng-domainperspec-
tive andconsidermeriodicon-of “square-vave” shrev attacksthat
consisbf short,maliciously-chosen-duratidsurststhatrepeatvith
a fixed, maliciously chosen slow-timescalefrequeng. Consider
ing first asingleTCPflow, if thetotal traffic (DoSandTCPtraffic)
duringanRTT-timescaléburstis suficientto induceenoughpaclet
lossesthe TCPflow will enteratimeoutandattemptto sendanew
paclet RTO seconddater. If the periodof the DoS flow approxi-
mategheRTO of the TCPflow, the TCPflow will continuallyincur
lossasit triesto exit thetimeoutstate fail to exit timeout,andob-
tain nearzerothroughput.Moreover, if the DoS periodis nearbut
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outsidethe RTO range, significant, but not completethroughput
degradatiorwill occur Hencethefoundationof theshrev attackis
anull frequeng at the relatively slow timescaleof approximately
RTO enablingalow averagerateattackthatis difficult to detect.

In asimplifiedmodelwith heterogeneousiR aggr@atedflows
sharinga bottlenecHKink, we derive anexpressiorfor the through-
put of the attacled flows asa function of thetimescaleof the DoS
flow, andhenceof the DoS flow's averagerate. Furthermorewe
derivethe“optimal” DoStraffic pattern(atwo-level periodicsquare
wave) that minimizesits averagerate for a given level of TCP
throughputfor thevictim, includingzerothroughput.

Next, we usens-2simulationsto exploretheimpactof aggrea-
tion andheterogeneitpn the effectivenesof the shrev attack.We
shav that even underaggregateflows with heterogeneouRTT's,
heterogeneoute sizesdifferentTCPvariants(New Reno,SACK,
etc.), and different buffer managemenschemegdrop tail, RED,
etc.),similar behaior occursalbeitwith differentseverity for dif-
ferentflows andscenariosThereasorfor thisis thatoncethefirst
brief outageoccurs,all flows will simultaneouslyimeout. If their
RTOs are nearly identical, they synchronizeto the attacler’s pe-
riod andwill entera cycle identicalto the single-flav case,even
with heterogeneouBTTs andaggreation. However, with highly
variable RTTs, the succesf the shrav DoS attackis weighted
suchthatsmall RTT flows will degradefar worsethanlarge RTT
flows, so that the attackhasthe effect of a high-RT T-passfilter.
We shaw thatin all suchcasesgdetectiormechanisméor throttling
non-response flows suchasRED-PDarenot ableto throttle the
DoSattacler.

Wethenperformasetof Internetexperimentsn bothalocaland
wide areaernvironment. While necessarilysmallscaleexperiments
(given that the expectedoutcomeis to reduceTCP throughputto
nearzero), the experimentsvalidate the basicfindings and shav
thatevenaremoteattacler (acrossaWAN) candramaticallyreduce
TCPthroughput.For example,in the WAN experimentsaremote
909 kb/secaverage-ratattackconsistingof 100 ms burstsat the
victim’'s RTO timescalereducedthe victim’s throughputfrom 9.8
Mb/secto 1.2 Mb/sec.

Finally, we explore potentialsolutionsto low rate DoS attacks.
While it may appearattractive to remove the RTO mechanismnall
togetheior choosevery smallRTO valueswe donotpursuethis av-
enueastimeoutmechanismsarefundamentallyrequiredto achieve
high performanceduring periodsof heary congestior{1]. Instead,
we considera classof randomizationtechniquesin which flows
randomly selecta value of minRTO suchthat they have random
null frequenciesWe usea combinationof analyticalmodelingand
simulationto shav thatsuchstrategiescanonly distortandslightly
mitigate TCP’s frequeny responséo the shrav attack. Moreover,
we devise anoptimal DoS attackgiventhatflows arerandomizing
their RTOsandshaw thatsuchanattackis still quite severe.

In summaryvulnerabilityto low-rateDoSattackss notaconse-
qguenceof poor or easilyfixed TCP design,as TCP necessarilye-
quirescongestiorcontrolmechanismsat bothfast(RTT) andslow
(RTO) timescalego achieve high performanceand robustnesso
diversenetwork conditions. Consequentlyit appearghat suchat-
tackscanonly be mitigatedandnot preventedthroughrandomiza-
tion. Developmenif preventionmechanismghatdetectmalicious
low-rateflows remainsanimportantareafor futureresearch.

2. TCP'STIMEOUT MECHANISM

Here,we presentbackgroundon TCP’s retransmissiotimeout
(RTO) mechanisni28]. TCP Renodetectdossvia eithertimeout
from non-receipof ACKs, or by receiptof atriple-duplicateACK.
If lossoccursandlessthanthreeduplicateACKsarereceved, TCP

waits for a periodof retransmissiortimeoutto expire, reducests
congestiorwindow to onepaclet andresendshe paclet?

Selectionof thetimeoutvaluerequiresa balanceamongtwo ex-
tremes: if settoo low, spuriousretransmissionsvill occurwhen
pacletsareincorrectlyassumedostwhenin factthe dataor ACKs
aremerelydelayed. Similarly, if settoo high, flows will wait un-
necessarilyongto infer andrecover from congestion.

To addressheformerfactor Allman andPaxsonexperimentally
shavedthat TCP achievesnearmaximalthroughputf thereexists
a lower boundfor RTO of onesecond1]. While potentiallycon-
senative for small-RT'T flows, the studyfoundthatall flowsshould
have a timeoutvalue of at least1 secondin orderto ensurethat
congestions clearedtherebyachiering the bestperformance.

To addresghe latter factor a TCP sendemaintainstwo state
variables SRTT (smoothedound-triptime) andRTTVAR (round-
trip time variation). Accordingto [28], the rules governing the
computationof SRTT, RTTVAR, andRTO are asfollows. Until
a RTT measuremerttasbeenmadefor a paclet sentbetweerthe
senderandrecever, the sendersetsRTO to threeseconds.When
thefirst RTT measuremenk’ is made,the hostsetsSRIT = R’,
RTTVAR = R'/2 andRTO = SRIT + max(G,4RTTVAR),
whereG denotesheclock granularity(typically < 100ms). When
asubsequerRTT measuremenk’ is made,ahostsets

RTTVAR = (1 — B) RTTVAR + B|SRTT — R/|
and
SRIT=(1—-a)SRIT+aR

wherea = 1/8 and8 = 1/4, asrecommendeth [15].
Thus, combiningthe two parts,a TCP sendersetsits value of
RTO accordingto

RTO = max(MinRTO, SRTT + max(G, 4RTTVAR)). (1)

Re-
transmission

Figure 1: Behavior of the TCP retransmissiontimer

Finally, we illustrate RTO managementia a retransmission-
timer timeline in Figure 1. Assumethat a paclet with sequence
numbern is sentby a TCPsendeiatreferencagime ¢t = 0, andthat
a retransmissioriimer of 1 secondis initiated uponits transmis-
sion. If paclet n is lost andfewer thanthreeduplicateACKs are

2Conditionsunderwhich TCP entersretransmissioimeoutvary
slightly accordingto TCP version. We discussthis issuein Sec-
tion 5.



recevedby thesendertheflow “times out” whenthetimer expires
att = 1sec. At this moment,the senderentersthe exponential
bacloff phase:it reduceghe congestionwindow to one,doubles
the RTO valueto 2 secondstetransmit¢heun-ACKed paclet with

sequenceiumbern, andresetsthe retransmissionimer with this

new RTO value.

If the paclet is lost again(not shavn in Figure 1), exponential
bacloff continuesasthe sendemaitsfor the2 sec-longretransmis-
sion timer to expire. At t = 3 sec,the senderdoublesthe RTO
valueto 4 secondsindrepeatghe process.

Alternately if pacletn is successfullyetransmittecattimet =
1 secasillustratedin Figurel, its ACK will arrive to the senderat
time t=1+RTT. At this time, the TCP senderexits the exponential
bacloff phaseandentersslow start, doublingthe window sizeto
two, transmittingtwo new pacletsn + 1 andn + 2, andresetinghe
retransmissiotimerwith the currentRTO valueof 2sec.If thetwo
paclets are not lost, they are acknavledgedat time t=1+2*RTT,
andSRTT, RTTVAR andRTO arerecomputedsdescribedabore.
Provided thatminRTO > SRTT + max(G,4 RTTVAR), RTO is
againsetto 1sec. Thus,in this scenarian which timeoutsoccur
but exponentialbacloff doesnot, the valueof RTO deviatesby no
morethanRTT from minRTO for t > MiNRTO + 2 RTT.

3. DOSORIGINS AND MODELING

In this section,we describehow an attacler can exploit TCP’s
timeoutmechanisnto performa DoS attack. Next, we provide a
scenaricanda systemmodelof suchanattack.Finally, we develop
a simplemodelfor aggregate TCP throughputasa function of the
DoStraffic parameters.

3.1 Origins

The abore timeoutmechanismwhile essentiafor robust con-
gestioncontrol, providesan opportunityfor low-rate DoS attacks
thatexploit the slow-timescaledynamicsof retransmissiotimers.
In particular anattacler canprovoke a TCP flow to repeatedlyen-
ter a retransmissionimeoutstateby sendinghigh-rate,but short-
durationburstshaving RTT-scaleburstlength,andrepeatingperi-
odically at slowver RTO timescalesThe victim will bethrottledto
nearzerothroughputwhile the attacler will have low averagerate
makingit difficult for counterDoS mechanismso detect.

We refer to the short durationsof the attacler’s loss-inducing
burstsasouteges andpresent simplebut illustrative modelrelat-
ing the outagetimescale(andhenceattacler’s averagerate)to the
victim’'s throughputasfollows.

First, considera single TCP flow anda singleDoS stream.As-
sumethatanattacler createsaninitial outageattime 0 via ashort-
durationhigh-rateburst. As shavn in Figurel, the TCPsendewill
wait for aretransmissiotimer of 1 secto expire andwill thendou-
bleits RTO. If theattacler createsa seconcutagebetweertime 1
and1+2RIT, it will force TCP to wait another2 sec. By creating
similaroutagesattimes3, 7,15, - - -, anattacler coulddery service
to the TCPflow while transmittingat extremelylow averagerate.

While potentiallyeffective for asingleflow, aDoSattackon TCP
aggr@atesn whichflowscontinuallyarrive anddepartrequirespe-
riodic (vs. exponentiallyspacedputagesattheminRTO timescale.
Moreover, if all flows have anidenticalminRTO parameteasrec-
ommendedn RFC 2988[28], the TCP flows canbe forced into
continualtimeoutsif anattacler creategperiodicoutages.

Thus,we consider'squarewave” shrav DoSattacksasshavn in
Figure3in whichtheattaclertransmitsburstsof durationl andrate
R in adeterministicon-off patternthathasperiodT'. As explored
below, a successfushrev attackwill have rate R large enoughto
induceloss (i.e., R aggr@atedwith existing traffic mustexceed
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Figure 3: Square-wave DoS stream

thelink capacity),duration! of scaleRTT (long enoughto induce
timeoutbut shortenoughto avoid detection) andperiodT of scale
RTO (chosersuchthatwhenflows attempto exit timeout,they are
facedwith anotheross).

3.2 Model

Considermscenariof anattackshavn in Figure2(a). It consists
of asinglebottleneckgueuedrivenby n long-lived TCPflows with
heterogeneouRTTs anda single DoS flow. DenoteRTT; asthe
roundtriptime of thei-th TCPflow, ¢ = 1,--- ,n. TheDoSflow
is a periodicsquare-vave DoS streamshavn in Figure 3. Thefol-
lowing resultrelatesthe throughputof the TCPflows to the period
of theattack.

DoSTCP Throughput Result. Considera periodic DoSattadk
with periodT'. If the outege duration satisfies

(Cl) I' > RTT;
andthe minimumRTO satisfies

(C2) minRTO > SRTT + 4« RTT\AR,
foralls =1,-- -, n, thenthenormalizedthroughputof the aggre-
gateTCPflowsis approximately

(1) = [minBTO T — minRTO
L) = [min]I?TO 1T

@)

This resultis obtainedasfollows. As shavn in Figure2(b), the
periodicl-length burstscreateshort!’-length outageshaving high
pacletloss? If I’ reacheshe TCPflows’ RTT timescalesi.e.,l’ >
RTT;, foralli =1,---,n,thenthecongestiorcausedy theDoS
burstlastssuficiently longto forceall TCPflowsto simultaneously
entertimeout.Moreover, if minRTO > SRIT; + 4 RTTVAR;, for
i1=1,---,n,al TCPflowswill have identicalvaluesof RTO and
will thustimeoutafterminRTO secondswhichis theidealmoment
for anattacler to createa newv outage. Thus,in this case,despite
their heterogeneousound-triptimes, all TCP flows areforcedto
“synchronizeto theattaclerandentertimeoutat(nearly)thesame
time, andattemptto recover at (nearly)the sametime. Thus,when
exposedo outageswith periodT’, Equation(2) follows. Notealso
thatin Equation(2) we do not modelthroughputossesdueto the
slow-startphaseput simply assuméehat TCPflows utilize all avail-
ablebandwidthafterexiting thetimeoutphase.

Moreover, in the model, the aggrgyate TCP traffic is assumed
to utilize the full link bandwidthafter the end of eachretrans-
missiontimeoutandthe beginning of the following outage. Ob-
sene thatif the periodT is chosensuchthatT > 1 + 2 RT'T;,
all TCP flows will continually entera retransmissiorimeout of
1secduration. Thus, becauseEquation(2) assumeshat RTO =
minRTO for T' > minRTO, while thisis not the casein the period
(minRTO, MinRTO + 2 RTT), Equation(2) behaes asan upper
boundin practice. In otherwords, periodic DoS streamsare not

3Therelationshipoetweeri and!’ is exploredin Section4.
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utilizing TCP’s exponentialbacloff mechanisnbut ratherexploit
repeatedimeouts.

Next, we considerflows that do not satisfy conditions(C1) or
(C2).

DoS TCP Flow-Filtering Result. Considera periodic DoSat-
tack with periodT'. If theoutege duration!’ > RT'T; andminRTO >
SRTT + 4 * RTT\AR fori = 1,--- ,k wheeasl’ < RTT; or
mMiNRTO < SRTT + 4« RTT\AR, for j = k+ 1,--- ,n, then
Equation(2) holdsfor flows1, - | k.

This result,shavn similarly to thatabove, statesthat Equation
(2) holdsfor any TCPsub-aggrgatefor which conditions(C1) and
(C2) hold. In otherwords,if ashrav DoS attackis launchedon a
groupof flows suchthatonly a subsesatisfieghe two conditions,
thatsubsewill obtaindegradedthroughputaccordingto Equation
(2), whereagheremainingflows will not. We referto thisas“flow
filtering” in thatsuchanattackwill dery serviceto asubsebf flows
while leaving the remainderunafected, or even obtaininghigher
throughput We explorethisissuein detailin Section5.

3.3 Example

Here,we presentabaselinesetof experimentgo explore TCP’s
“frequeny response’to shrav attacks.We first considerthe ana-
lytical modelandthe scenarialepictedn Figure2 in which condi-
tions (C1) and(C2) aresatisfiedandminRTO = 1 sec. The cure
labeled“model” in Figure4 depictsp vs. T asgiven by Equation
(2). Throughputis normalizedto the link capacity which under
high aggreation,is alsothe throughputthatthe TCP flows would
obtainif no DoSattackwerepresent.
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Figure 4: DoSTCP thr oughput: model and simulation

Notethatthe averagerateof the DoS attacler is decreasingvith
increasindl’ asits averagerateis givenby Rl/T. However, asin-
dicatedby Equation(2) andFigure4, theeffectivenesof theattack
is clearlynotincreasingwith the attacler’s averagerate.Most crit-
ically, obsere thattherearetwo “nulls” in thefrequeng response
in which TCP throughputbecomesen. In particulay p(T) = 0
whenT = minRTO andT = minRTO/2. The physicalinter-

pretationis asfollows: if theattacler creategshe minRTO-periodic
outagesit will completelydery serviceto the TCPtraffic. Oncethe
brief outageoccurs,all flows will simultaneoushtimeout. When
their timeoutexpiresafterminRTO secondsandthey againtrans-
mit paclets,the attacler createsanothemutagesuchthatthe flows

bacloff again.Clearly, themostattractize periodfor aDoSattacler

isminRTO (vs. minRTO/2), sinceit is thenull frequeng thatmin-

imizesthe DoS flow’s averagerate. WhenT' > minRTO, asthe
period of the attackincreasesthe TCP flows obtainincreasingly
higherthroughputduring durationshetweenexpiration of retrans-
missiontimersandthe subsequerDoS outage.

Next, we performa setof ns-2 simulationsto compareagainst
the model. In theseexperiments we againconsiderthe scenario
of Figure2 but with a singleTCP flow.* The TCP Renoflow has
minRTO = 1 secondandsatisfiesconditions(C1) and(C2). More
precisely the propagatiordelayis 6 mswhile the buffer sizeis set
suchthatthe round-triptime mayvary from 12msto 132ms. The
link capacityis 1.5Mb/s, while the DoS traffic is a square-vave
streamwith the peakrate 1.5Mb/s andburstlength150ms.

Thecurwelabeled‘simulation” in Figure4 depictsthemeasured
normalizedhroughpubf the TCPflow. Figure4 revealsthatEqua-
tion (2) captureghebasicfrequeng responsef TCPto theshrav
DosS attack, characterizinghe generaltrendsand approximating
the location of the two null frequencies.Obsenre that the model
overestimatesneasured CP throughpubetweerthetwo nulls be-
causahemodelassumeshat TCP canutilize thefull link capacity
betweerthe endof an RTO andthe occurrenceof the new outage,
whichis notthe casedueto slow-start.

4. CREATING DOSOUTAGES

In this section,we explore the traffic patternsthatattaclerscan
usein orderto createtemporaryoutageghatinducerecurringTCP
timeouts. First, we study the instantaneou$ottleneck-queube-
havior in periodswhenanattacler burstspacletsinto the network.
Next, we develop the DoS streamwhich minimizesthe attacler’'s
averageratewhile ensuringoutageof a particularlength. Finally,
we study square-wave DoS streamsandidentify the conditionsin
which they accuratelyapproximatethe optimal double-rateDoS
streams.

4.1 InstantaneousQueueBehavior

Considera bottleneckqueuesharedby a TCP flow anda DoS
flow which every T' secondsburstsat a constantrate Rp,s for
duration!. DenoteRrcp asthe instantaneousate of the TCP
flow, B asthe queuesize,and B, asthe queuesizeat the onsetof

4RecallthatEquation(2) holdsfor ary numberof flows. We simu-
late TCPaggreatesin Section5.



anattack,assumedo occuratt = 0.
Denotel; asthetime thatthe queuebecomedull suchthat

(B — Bo)
= . 3
Rpos + Rrcp — C 3)

After I, secondsthe queueremainsfull for I = | — I, seconds
if Rpos + Rrcp > C. Moreover, if Rpos > C duringthe
sameperiod,thiswill createanoutageto the TCPflow whoseloss
probabilitywill instantaneouslincreasesignificantlyandforcethe
TCP flow to entera retransmissiortimeoutwith high probability
(seealsoFigure2).

I

4.2 Minimum Rate DoS Streams

Supposehe attacler is limited to a peakrate of Rma.x dueto
a secondanpottleneckor the attacler’'s accessink rate. To avoid
routerbasednechanismghatdetectighrateflows, e.g.,[22], DoS
attaclersareinterestedn waysto minimally exposetheir streams
to detectionmechanismsTo minimize the numberof bytestrans-
mitted while ensuringoutagesof a particularlength, an attacler
shouldtransmita double-rateDoS streamasdepictedin Figure5.
To fill the buffer without help from backgroundraffic or the at-
tacked flow requiresl; = B/(Rmax — C) seconds Obsenre that
sendingatthe maximumpossiblerate Ry,.x minimizesl; andcon-
sequentlythe numberof requiredbytes. Oncethe buffer fills, the
attacler shouldreduceits rate to the bottleneckrate C' to ensure
continuedossusingthelowestpossiblerate.

Toos g

| rate

12 Rmax Bottleneck

capacity C

period of theattack T

Figure5: Double-rate DoS stream

Thus, double-ratestreamsaminimizethe numberof pacletsthat
needto be transmitted(for a given bottleneckqueuesize B, bot-
tleneckcapacityC, andrangeof sendingratesfrom 0 t0 Rmax)
amongall possiblesendingstreamghatareableto ensureperiodic
outageswith periodT” andlengthl,.

To generatedouble-rateDoS streamsin real networks, an at-
tacker canusea numberof existing techniquedo estimatethe bot-
tlenecklink capacity[3, 4, 16,19, 27], bottleneck-bandwidtqueue
size[21] andsecondanpottleneckrate[26].

Regardlessof the optimality of double-rateDoS streams,we
considerthe simplersquare-vave DoS attackshawvn in Figure3 as
anapproximation.First, thesestreamsdo not requireprior knowl-
edgeaboutthe network exceptthe bottleneckrate. Secondthey
isolatethe effect of a singletimescaleperiodicattack.

To studythe effectivenesof the square-ave, we performsimu-

lationexperimentdo compardhetwo attacksfrequeng responses.

As anexample,we considera square-vave DoS streamwith peak
rate3.75Mb/s andburstlengthl = 50msanda double-ratestream
with R,ax =10Mb/s. For the double-ratestream,l; is computed
asB/(Rmax — C), while I is determinedsuchthatthe number
of pacletssentinto the network is the samefor both streams.The
simulationparameterarethe sameaspreviously.

The resulting frequeny responsesn this example and others
(not shawn) arenearlyidentical. Consequentlysincesquare-vave

DoS streamsaccuratelyapproximatethe double-rateDoS stream
anddonotrequireknowledgeof network parametersye usesquare-
wave DoS streamshenceforthin both simulationsandInternetex-
periments.

5. AGGREGATION AND HETEROGENEITY

In this section,we explore the impactof TCP flow aggrgation
and heterogeneityon the effectivenessof the shrav DoS attack.
First, we experimentwith long-lived homogeneous-Rl TCPtraf-
fic andexplorethe DoS streams ability to synchronizelows. Sec-
ond,we performexperimentsn aheterogeneouRTT ervironment
andexplore the effect of RTT-basediltering. Third, we studythe
impactof DoS streamsn links dominatedby webtraffic. Finally,
we evaluateseveral TCP variants’vulnerability to the shrev DoS
attacks.

As abaselingopology(andunlessotherwiseindicated)we con-
sider mary flows sharinga single congestedink with capacity
1.5Mb/s asin Figure2. The one-way propagation delayis 6 ms
andthe buffer sizeis setsuchthatthe round-triptime variesfrom
12msto 132ms. The DoStraffic is asquare-vave streamwith peak
rate 1.5Mb/s, burst duration100ms, and paclet size50bytes. In
all experimentswe generatea FTP/TCPflow in thereversedirec-
tion, whoseACK pacletsmultiplex with TCP andDoS pacletsin
theforwarddirection. For eachdatapointin thefiguresbelaw, we
performfive simulationrunsandreportaverages Eachsimulation
runlasts1000sec.

5.1 Aggregationand Flow Synchronization

The experimentsof Section3 illustratethata DoS squarewave
canseverelydegradethethroughpubof asingleTCPflow. Here,we
investigatethe effectivenessof low bit-rate DoS streamson TCP
aggr@ateswith homogeneouRTTs for five long-lived TCP flows
sharingthe bottleneck.
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Figure 6: DoSand aggregatedTCP flows

Figure6 depictsthenormalizedaggregate TCPthroughpuunder
the shrav DoS attackfor differentvaluesof the periodT’. Obsere
thatsimilar to the one-flav case the attackis highly successfuso
that Equation(2) canalsomodelattackson aggr@ates.However,
we note that comparedo the single-flav case,the throughputat
thenull 1/RTO frequengy is slightly largerin this casebecauséhe
maximumRTT of 132msis greaterthanthe DoS burst length of
100mssuchthatamicro-flov maysurvive anoutage Also obsere
thatanattackatfrequeny 2/minRTO nearlycompletelyeliminates
the TCPtraffic.

The key reasondor this behaior aretwofold. First, RTO ho-
maogeneity(via minRTO) introducesa singlevulnerabletimescale,
even if flows have differentRTTs (as explored belav). Second,
DoS-inducedsyndironization occurswhen the DoS outageevent
causesll flows to entertimeoutnearly simultaneously Together
with RTO homogeneity flows will also attemptto exit timeout



nearlysimultaneouslyhenthey arere-attacked.

Synchronizatiorof TCP flows wasextensvely exploredin [10,
31]andwasoneof themainmotivationsfor RED [11], whosegoal
is theavoidanceof synchronizatiorof mary TCP flows decreasing
their window at the sametime. In contrastthe approachandsce-
nario herearequite different,asan externalmalicioussource(and
not TCP itself) is the sourceof synchronization. Consequently
mechanisméik e RED areunableto preventDoS-initiatedsynchro-
nization(seealsoSection7).

5.2 RTT Heterogeneity

5.2.1 RTTFbasedriltering

Theabove experimentshavs thata DoS streamcansignificantly
degradethroughputof a TCP aggreate, provided that the outage
lengthis long enoughto force all TCPflows to entera retransmis-
sion timeoutsimultaneously Here, we explore a heterogeneous-
RTT ervironmentwith the objective of shaving thata flow’s vul-
nerability to low-rate DoS attacksfundamentallydependson its
RTT, with shorterRTT flows having increased/ulnerability

We performexperimentswith 20long-livedTCPflowsonal0Mb/s
link. Therangeof round-triptimesis 20 to 460ms[12], obtained
from representate Internetmeasuremen{4.8]. We usethesemea-
surementso guideour settingof link propagatiordelaysfor differ-
entTCPflows>
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Figure 7: RTT-basedfiltering

Figure7 depictsthe normalizedT CP throughputfor eachof the
20 TCP flows. The curwe labeled“no DoS” shavs eachflow’s
throughputin the absenceof an attack. Obsere thatthe flows re-
distributethe bandwidthproportionallyto 1/RTT suchthatshorter
RTT flows utilize morebandwidththanthelongerones.Thecurve
labeled“DoS” shavs eachTCP flow’s throughputwhenthey are
multiplexedwith aDoSsquare-vave streamwith peakrate10Mb/s,
burst length 100ms and period 1.1sec. Obsenre that this DoS
streanfilters shortefRTT flows upto atimescaleof approximately
180 ms, beyond which higher RTT flows are less adersely af-
fected.Also, obsenre thatdespitethe excesscapacityavailabledue
to the shrav DoS attack,longerRTT flows do not manageto im-
prove their throughput.

However, in aregimewith mary TCP flows with heterogeneous
RTTs, the numberof non-filteredflows with high RTT will in-
creaseandthey will eventuallybeof sufiicientnumberto utilize all
availablebandwidthleft unusedby thefilteredsmallerRTT flows.
Thus,the total TCP throughputwill increasewith the aggregation
level for highly heterogeneousIR flows asillustratedin Figure
8. Unfortunatelythehighthroughputandhighlink utilizationwith
mary flows (e.g.,greateithan90%in the80-flov scenario)s quite

5We did not fit the actual CDF of this data, but have uniformly
distributedround-triptimesin the above range.
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Figure 8: High aggregationwith heterogeneousRTT

misleading,asthe shorterRTT flows have beendramaticallyrate-
limited by theattackasin Figure7. Hence pnecansimultaneously
have high utilization andan effective DoS attackagainstsmall-to
moderate-RT flows.

5.2.2 DoSBurstLength

The abore experimentsshaved that DoS streamsbehae asa
high-RT T-pasdfilter, in which the burstlengthis relatedto thefilter
cut-off timescale Here,we directly investigateheimpactof burst
length.
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Figure 10: Impact of DoSburst length

For the sameparameterasabore, Figure 10 depictsaggr@ate
TCP throughputas a function of the DoS burst length. The fig-
ure shaws that as the burst length increasesthe DoS meanrate
increasesyet the aggrgyateTCP throughputdecreasemuchmore
significantly Indeed,asthe burst length increasesthe RTT-cut-
off timescaleincreases|n this way, flows with longerandlonger
RTTs arefiltered. Consequentlythe numberof non-filteredflows
decreasesuchthataggrgyate TCP throughputdecreasesln other
words, asthe burst lengthincreasesthe sub-aggrgatefor which
condition(C1) holdsenlages. With a fixed numberof flows, the
longerRTT flows areunableto utilize theavailablebandwidth and
theaggrgateTCPthroughputdecreases.

5.2.3 PeakRate

Recallthat the minimal-rateDoS streamsstudiedin Section4
induceoutagesithoutary helpfrom backgroundraffic andunder
the assumptiorthatthe initial buffer size By is zero. However, in
practice,the buffer will alsobe occupiedby pacletsfrom reverse
ACK traffic, UDPflows, etc. Consequentlyin thepresencef such
backgroundraffic, the DoS sourcecan potentially lower its peak
rateandyet maintainan effective attack.

Considera scenariowith five flows, a DoS flow andfour long-
lived TCP flows. We setthe link propagationrdelaysin the sim-
ulator suchthat one TCP flow experiencesshorterRTT (fluctu-
atesfrom 12msto 134ms)while the otherthreehave longerRTTs
(from 108msto 230ms). Figure 11 depictsthe throughputof the
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short-RI'T flow asafunctionof the normalizedDoS peakratevar-

ied from 0 to 1. Obsere that relatively low peakratesare suf-

ficient to filter the short-RI'T flow. For example,a peakrate of

onethird of the link capacityand hencean averagerate of 3.3%
of the link capacitysignificantly degradesthe short-RI'T flows’

throughputat the null timescale. As hypothesizedibore, longer
RTT flows hereplay the role of backgroundtraffic and increase
both By andthe burst rate in periodsof outageswhich enables
lower-than-bottleneclpeakDoS ratesto causeoutages.This fur-

therimpliesthatvery low rateperiodicflows thatoperateat oneof

the null TCPtimescaIes(’m"fRTo, j =1, ---) arehighly prob-

lematicfor TCPtraffic. For example,someprobingschemegperi-

odically burstfor shorttime intervals at high ratesin anattemptto

estimatethe availablebandwidthon anend-to-endpath[17].

5.3 HTTP Traffic

Thusfar, we have consideredong-lived TCP flows. Here,we
studyascenariavith flow arrival anddeparturelynamicsandhighly
variablefile sizesasincurredwith HTTP traffic.

We adoptthe modelof [8] in which clientsinitiate sessiongrom
randomly chosenweb siteswith several web pagesdownloaded
from eachsite. Eachpagecontainsseveral objects,eachof which
requiresa TCP connectiorfor delivery (i.e., HTTP 1.0). Theinter
pageand inter-object time distributions are exponentialwith re-
spectve meansof 9 secand 1 msec. Eachpageconsistsof ten
objectsandthe objectsizeis distributedaccordingto a Paretodis-
tribution with shapeparameter.2. For the web transactionsyve
measurendaveragetheresponseimesfor differentsizedobjects.

Figure 9 depictsweb-file responsdimesnormalizedby the re-
sponsdimesobtainedvhenthe DoSflow is not presenin thesys-
tem. Becausef this normalizationthe curve labeled‘no DoS” in
Figure9 is a straightline with a value of one. The flows’ mean
HTTP requestarrival rateis selectedsuchthat the offered HTTP
loadis 50% andnear100%for Figures9(a)and9(b) respectiely.

On average the file responsdimesincreasedy a factorof 3.5

under50%loadandafactorof 5 underl00%load. Figures9(a)and
(b) bothindicatethat larger files (greaterthan 100 pacletsin this
scenariopecomeincreasinglyand highly vulnerableto the shrev
DoS attackswith the responsdimes of files increasingby orders
of magnitude.However, obsere that someflows benefitfrom the
shrav attackandsignificantlydecreaseheir responsdimes. This
occurswhena flow arrivesinto the systembetweentwo outages
andis ableto transmitits entirefile beforethe next outageoccurs.

Next, obsere thatthedeviationfrom thereferencénoDoS)sce-
nariois largerin Figure9(a)than9(b). Thisis becaus¢heresponse
timesareapproximatelyl00 timeslower for the no-DoSscenario
whenthe offeredloadis 50% ascomparedo the no-DoSscenario
whenthe systemis fully utilized.

Finally, we performedexperimentsvhereDoSstreamattackmix-
turesof long- (FTP)andshort-lved(HTTP) TCPflows. Theresults
(not shawn) indicatethat the conclusionsobtainedseparatelyfor
FTPandHTTP traffic hold for FTP/HTTPaggreates.

5.4 TCP Variants

The effectivenesof low-rate DoS attacksdepend<ritically on
the attacler’s ability to createcorrelatedpaclet lossesin the sys-
tem andforce TCP flows to enterretransmissiotimeout. While
we have studiedTCP Renothusfar, alarge body of work hasbeen
doneto help TCPflows survive multiple paclet losseswithin a sin-
gle roundtrip time withoutincurringaretransmissiotimeout. For
example New Reno[14] changeshesenders behaior duringFast
Recwery uponreceiptof a partial ACK thatacknavledgessome
but not all pacletsthatwereoutstandingatthe startof the FastRe-
covery period. Furtherimprovementsare obtainedby TCP SACK
[13] whena large numberof pacletsare droppedfrom a window
of data[7] becausavhena SACK recever holds non-contiguous
data,it sendsduplicateACKs bearingthe SACK optionto inform
the senderof the segmentsthat have beencorrectlyreceved. A
thoroughanalysisof the paclet dropsrequiredto force flows of a
particularTCP versionto entertimeoutis givenin [7].

Here, we evaluatethe performanceof TCP Reno,New Reno,
Tahoeand SACK underthe shrev DoS attack. Figures12 (a)-(d)
shav TCP throughputfor burst lengthsof 30, 50, 70 and 90ms,
respectiely. Figure12(a)confirmsthat TCP Renois indeedthe
mostfragile TCP variant,while the otherthreeversionshave bet-
ter robustnesgo DoS. However, whenthe peaklengthincreases
to 50ms, all TCP variantsobtainnearzerothroughputat the null
frequeng asshovn in Figure12(b). The Figurealsoindicatesthat
TCP s the mostvulnerableto DoS in the 1- 1.2sectimescalere-
gion. During this period, TCP flows are in slow-start and have
small window sizessuchthat a smallernumberof paclet losses
areneededo force themto enterretransmissiotimeout. Finally,
Figures(c)-(d) indicatethatall TCP variationsobtaina throughput
profile similar to Equation(2) whenthe outagedurationincreases,



T 12 . . . :
N
g |
5 0.8
=
= 06
=
3
S oar
2 02}
=
= o ) [pqlse length = 301ms] §ack
= 0 1 2 3 4 5
DoS Inter-burst Period (sec)
(@)l =30ms
T 12 . . . :
N
g |
5 0.8
=
= 06
=
3
S oar
2 02}
=
= o [pqlse length = 701ms]
= 0 1 2 3 4 5
DoS Inter-burst Period (sec)
(c)l=70ms

T 12 . . . :
N
g ; ‘
& L ¥ Xh
g 08 i i
=
— 06
=
3
S o4t
()]}
Soz2r J¥ OLE anoe e
= o ; [pqlse length = 501ms]
= 0 1 2 3 4 5
DoS Inter-burst Period (sec)
(b)I=50ms
T 12 . . . :
N
g ‘
5 0.8 3
(=
= 06
=
3
S o4t
()]}
3 02f
= o [pqlse length = Qozms]
= 0 1 2 3 4 5
DoS Inter-burst Period (sec)
(d)?=90ms

Figure 12: TCP Reno,New Reno, Tahoeand SACK under shrew DoS attacks

suchthatmorepacletsarelostfrom thewindow of data.Indeed jf
all pacletsfrom thewindow arelost, TCP hasno alternatve but to
wait for aretransmissiotimerto expire.

6. INTERNET EXPERIMENTS

In this section,we describeseveral DoS experimentsperformed
on the Internet. The scenariois depictedin Figure 13 and con-
sistsof a large file downloadedfrom a TCP SACK senderTCP-
S) to a TCP SACK recever (TCP-R). We configuredthe TCP-S
hostto have min RT'O=1secaccordingo [28] andmeasured CP
throughputusingiperf. The shrav DoS attackwaslaunchedfrom
threedifferenthostsusingUDP-basedctive probingsoftwarefrom
[25] in orderto sendhigh-precisiorDoS streamsAll experiments
areperformedthreetimesandaveragesarereported.

DoSB

LAN1 OQOTCRR

Figure 13: DoSattack scenario

Intra-LAN Scenario. In this scenario,both the TCP sender
(TCP-S)and DoS (DoS-A) hostsare on the samel0Mb/s Ether
netLAN on Rice University, while the attacled host (TCP-R)is
on a different 10 Mb/s EthernetLAN, two hopsaway from both
TCP-SandDoS-A. The peakrate of the square-vave DoS stream
is 10Mb/s while the burst lengthis 200ms. The curwe labeled
“DoS-A (Intra-LAN)” in Figure 14 depictsthe resultsof theseex-
periments. The figure indicatesthat a null frequeng exists at a

timescaleof approximatelyl.2 sec. Whenthe attacler transmits
at this period, it hasan averagerate of 1.67 Mb/s. Without the
DoSstreamthe TCP flow obtains6.6 Mb/s throughput.With it, it
obtains780 kb/s throughput. Thus,the DoS attacler canseverely
throttlethevictim’s throughputoy nearlyanorderof magnitude.
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Figure 14: Inter net experiments

Inter-LAN Scenario. In this, the TCP sender(TCP-S),DoS
source(DoS-B) and attacled host (TCP-R) are on threedifferent
LANs of the ETH (Zurich, Switzerland)campusnetwork. The
routebetweerthetwo traverseswo routersandtwo Etherneswitches,
with simple TCP measurementsevealing that the TCP and DoS
LANs are 100Mb/s EthernetLANs, while the attacled hostis on
a 10Mb/s EthernetLAN. The peakrate of the square-vave DoS
streamis again10Mb/s while its durationis reducedascompared
to the Intra-LAN Scenarioto 100ms. The curve labeled“DoS-B
inter-LAN” in Figure14 depictsthe frequeny responsef this at-
tack. In thiscaseaDoStimescaleof T = 1.1secis themostdam-
agingto TCR sinceherethe TCP flow achieres800kb/sthrough-
put, only 8.1% of the throughputit achieves without DoS flow
(9.8Mb/s). At this timescale the attacler hasan averagerate of
909kb/s.

WAN Scenario. Finally, for the sameTCP source/destination
pair asin the InterLAN ScenariosourceDoS-Cinitiatesa shrav
DoSattackfrom aLAN at EPFL (LausanneSwitzerland)Jocated
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Figure 15: Impact of RED and RED-PD routers

eighthopsaway from the destination.The DoS streamhasa peak
rateof 10Mb/s anda burstdurationof 100ms. The curve labeled
“DoS-C (WAN)” shaws the frequeng responseof theseexperi-

mentsand indicatesa nearly identical null locatedat 7 = 1.1

sec. For this attack,the TCP flow’s throughputis degradedto 1.2

Mb/s from 9.8Mb/s whereaghe attacler hasaveragerate of 909

kb/s. This experimentillustratesthe feasibility of remoteattacks.
Namely in the WAN Scenariothe DoS attacler hastraversedthe

localprovider's network andmultiple routersandEtherneswitches
beforereachingts victim'sLAN. Thus,despitepotentialtraffic dis-

tortion that deviatesthe attacler’s traffic patternfrom the square
wave, theattackis highly effective.

Thus, while necessarilysmall scaledueto their (intended)ad-
verseeffects,the experimentssupportthefindingsof theanalytical
modelandsimulationexperiments.The resultsindicatethat effec-
tive shrav attackscan comefrom remotesitesaswell asnearby
LANS.

7. COUNTER-DOS TECHNIQ UES

Here, we explore two classeof candidatecounterDoS mech-
anismsintendedto mitigate the effects of shreav attacks: router
assisteddetectionand throttling, and endpoint-basedandomiza-
tion.

7.1 Router-AssistedMechanisms

As describedabove, DoS flows have low averagerate, yet do
sendrelatively high-rateburstsfor shorttime intervals. Here,we
investigataf suchtraffic patternsccanbeidentifiedasa DoSattack
by routerbasedalgorithms.

Mechanismdor perflow treatmengttheroutercanbeclassified
asschedulingr preferentialropping.Dueto implementatiorsim-
plicity andotheradwantageof preferentiadroppingover schedul-
ing (seereferencd22]), we concentrat®n droppingalgorithmsfor
detectionof DoS flows and/orachiering fairnessamongadaptve
andnon-adaptie flows. Candidatealgorithmsinclude Flow Ran-
dom Early Detection(FRED) [20], CHOKe [24], Stochastidair
Blue (SFB) [9], the schemeof reference[2], ERUF [29], Stabi-
lized RED (SRED)[23], dynamicbuffer-limiting schemedrom [5]
andRED with PreferentiaDropping(RED-PD)[22]. Of thesewe
study RED-PD asit usesthe paclet drop history at the routerto
detecthigh-bandwidthflows with high confidence Flows above a
configuredtargetbandwidthareidentifiedandmonitoredby RED-
PD. Packetsfrom the monitoredflows are droppedwith a proba-
bility dependenbn the excesssendingrate of the flow. RED-PD
suspendgpreferentialdroppingwhenthereis insufiicient demand
from othertraffic in the outputqueue,for example,whenRED’s
averagequeuesizeis lessthanthe minimumthreshold.

We performsimulationexperimentsvith oneandnineTCPSACK

flows, RED-PDrouters andthetopologyof Figure2. For oneTCP
flow, Figure15(a)indicatesthat RED-PDis not ableto detectnor
throttle the DoS stream. For aggr@atedflows depictedin Figure
15(b), RED-PD only affects the systemif the attackoccursat a
timescaleof lessthan0.5sec,i.e., only unnecessariljigh-rateat-
tackscan be addressed.Most critically, at the null timescaleof
1.2 sec,RED-PD hasno noticeableeffect on throughputas com-
paredto RED. Thus,while RED andRED-PD’srandomizatiorhas
lessenedhe severity of thenull, the shrev attackremainseffective
overall.

Next, in the abore scenariowith nine TCP SACK flows, we
vary the DoS peakrate and burst length to study the conditions
underwhich the DoS flows will becomedetectableby RED-PD.
We first setthe burstdurationto 200ms andthenchangethe peak
ratefrom 0.5Mb/sto 5Mb/s. Figure16(a)indicatesthat RED-PD
startsdetectingandthrottling the square-vave streamata peakrate
of 4Mb/s, which is more than twice than the bottleneckrate of
1.5Mb/s. Recallthatin Section5.2.3we shavedthata peakrateof
onethird the bottleneckcapacityanda burstlengthof 100mscan
be quitedangerougor short-R'T TCPflows.

Further we fix the DoS peakrateto 2 Mb/s andvary the burst
lengthfrom 50ms to 450ms. Figure 16(b) shaws that RED-PD
begins detectingthe DoS flow at 300ms timescalesn this sce-
nario. Recallagainthatmuchshorterbursttimescalesresuficient
to throttle not only short-RI'T flows, but the entire aggreyatesof
heterogeneousIR TCPtraffic.

Thus,Figure16(b)captureshefundamentaissueof timescales:
RED-PD detectshigh rate flows on longertimescaleswhile DoS
stream®perateatvery shorttimescaleslf theseshortetimescales
areusedto detectmaliciousflows in the Internet,mary legitimate
bursty TCP flows would beincorrectlydetectecasmalicious. This
issueis studiedin depthin reference[22], which concludesthat
long timescaledetectionmechanismsare neededto avoid exces-
sively high falsepositives. Therefore while shorttimescalemech-
anismssuchas[24, 20, 9, 5] mayindeedbe moreeffective at mit-
igating shrav attacks,[22] indicatesthat the penaltyfor their use
may be quite high.

In summaryrelatively long-timescaleneasurementarerequired
to determinewith confidencethat a flow is transmittingat exces-
sively high rateand shouldbe dropped.BecauseDoS attackscan
be of shortRTT-scaleduration,detectionof low-rate DoS attacks
is afundamentallydifficult task.

7.2 End-point minRTO Randomization

Sincelow-rate attacksexploit minRT O homogeneitywe ex-
ploreacounterDoSmechanisnin whichendpointsandomizeheir
minRTO parameteiin order to randomizetheir null frequencies.
Here,we develop a simple,yetillustrative modelof TCPthrough-
putundersuchascenarioln particular we consideracounterDoS
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Figure 16: DetectingDoSstreams

strat@y in which TCPsendersandomizeheirminRTO parameters

accordingto a uniform distribution in the range[a, b]. Our objec-
tive is to computethe TCP frequeng responseor a single flow
with a uniformly distributed minRTO. Moreover, someoperating
systemsusea simple periodictimer interruptof 500ms to check
for timed-outconnections.This implies that while the TCP flows
entertimeout at the sametime, they recover uniformly over the
[1,1.5] secrange. Thus, the following analysisappliesequallyto
suchscenarios.

We have three casesaccordingto the value of T' as compared
to a andb. First,if T > b. Thenp(T) = L=EELO) \where
E(RTO) = (a+b)/2 sothat

T _ atb
p(T) = Tz,for T >b. 4)

Secondfor T' € [a,b), denotek as| 2 ]. Then,

T—aT—& k-1 T T
T) = - I
e +;b—a(i+1)T
_ ET+b
b— KT (k+1)T — “5tt -
b—a (k+1)T

Equation(5) is derived asfollows. Sinceonly oneoutageat a
time cancausea TCPflow to enterretransmissiotimeout,we first
determinethe probabilityfor eachoutageto causearetransmission
timeoutandthenmultiply it by the correspondingonditionalex-
pectationfor the TCP throughput. In Equation(5), the first term
denotesTCP throughputin the scenariowhenthe retransmission
timeoutis causedy the next outageaftertheinitial one. Theterm

pi?ed, which further meansthat the first outageafter time a will

causeanotherRTO. The conditionalexpectationfor TCP through-
T+a

putin this scenariois , Wwhere T+" denoteghe expected
valueof theendof theinitial RTO glventhatlt happenedbetween
a andT. Thesecondermof Equation(5) denotesI CPthroughput
for outages = 2,--- ,k — 1. Theprobabilityfor themto occuris

andthecondltlonalexpectatlomf TCPthroughputs %57

Flnally, thethird termin Equation(5) denotesTCPthroughputfor
the (k + 1)** outage.

Finally, whenT < a, it canbesimilarly shavn that

ufork—l (6)
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T

p(T) =

and
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i=[ 41
b— kT (k+1)T — L4t
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Figure 17 shavs thatthe abose modelmatcheswvell with simu-
lationsfor minRTO = uniform(1, 1.2). Obsere thatrandomizing
the minRTO parameteshifts both null time scalesandamplitudes
of TCPthroughpubnthesdimescalesisafunctionof a andb. The
longestmostvulnerabletimescalenow becomed” = b. Thus,in
orderto minimizethe TCP throughputanattacler shouldwait for
theretransmissiotimer to expire, andthencreatean outage.Oth-
erwise,if the outageis performedprior to b, thereis a probability
thatsomeflows’ retransmissiotimershave notyet expired. In this
scenariothoseflows survive the outageand utilize the available
bandwidthuntil they arethrottledby the next outage.
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Figure 17: DoSunder randomized RTO

Becausanattacler's idealperiodis T = b underminRTO ran-
domization,we presenthe following relationshipbetweenaggre-
gateTCPthroughputandthe DoStimescale.

Counter-DoS Randomization Result. Considern long-lived
TCPflowsthat experienceb-periodic outages. Thenormalizedag-
gregatethroughputof then flowsis approximately

b—(a+ 22
% (8)

Thederivationis givenin theappendix.

Equation(8) indicatesthat asthe numberof flows n increases,
thenormalizedaggrejateTCPthroughpuin thepresencef T = b
timescaIeDoSattackscon/ergesta/vards”*T“. Indeed considethe
casethatall flows experiencean outageat the samereferencdime
zero. Whenthe numberof flows in the systemis high, a fraction

p(T=b) =



of flows’ retransmissiortimers will expire sufiiciently neartime
a suchthatthoseflows canpartially recover and utilize the avail-
ablebandwidthin the periodfrom time a to time b, whenall flows
will againexperienceanoutage.For the scenaricof operatingsys-
temsthatusea 500ms periodictimeoutinterrupt,suchthata flow
“timesout” uniformly in a[1,1.5]range Equation(8) indicateshat
the TCP throughputdegradesrom 0.17 (single TCP flow) to 0.34
(TCPaggreatewith mary flows) underthe1.5secperiodicattack.

Therearetwo apparenttratgjiesfor increasingthroughputon
T = b timescalesFirst, it appearsttractie to decrease which
would significantlyincreaser CP throughput.However, recallthat
conserative timeout mechanismsare fundamentallyrequiredto
achieve high performancealuring periodsof heary congestior{1].
Secondwhile increasingh alsoincreased CP throughputit does
soonly in higheraggr@ationregimes(whenn is sufficiently large)
andin scenariosvith long-lived TCPflows. Onthe otherhand,in-
creasing is nota goodoptionfor low aggrgationregimes(when
n is small) sincethe TCP throughputcan becometoo low since
we have p(T' = b) —n_b-a  Moreover, excessiely large
b could significantly degradLethe throughputof short-lved HTTP
flows which form the majority traffic in todays Internet. In sum-
mary, minRTO randomizationindeedshifts and smoothesTCP’s
null frequencies.However, asa consequencef RTT heterogene-
ity, the fundamentatradeof betweenTCP performanceandvul-
nerabilityto low-rateDoS attacksremains.

8. CONCLUSIONS

Thispapempresentslenialof serviceattackshatareableto throt-
tle TCP flows to a smallfractionof theirideal ratewhile transmit-
ting at sufficiently low averagerateto eludedetection.We shaved
that by exploiting TCP’s retransmissiortimeoutmechanismTCP
exhibits null frequenciesvhenmultiplexedwith amaliciouslycho-
senperiodicDoSstream We developedseveralDoStraffic patterns
(includingthe minimumrateone)andthrougha combinatiorof an-
alytical modeling,an extensie setof simulations andInternetex-
perimentswe shaved that (1) low-rate DoS attacksare successful
againstboth short-andlong-lived TCP aggr@atesandthusrepre-
senta realisticthreatto todays Internet; (2) in a heterogeneous-
RTT ervironment,the succesf the attackis weightedtowards
shorterRTT flows; (3) low-rate periodic open-loopstreamsgven
if not maliciously generatedcan be very harmful to short-R'T
TCP traffic if their period matchesone of the null TCP frequen-
cies; and(4) both network-router(RED-PD)and end-point-based
mechanismganonly mitigate, but not eliminatethe effectiveness
of theattack.

The underlyingvulnerability is not dueto poor designof DoS
detectionor TCP timeout mechanismsbut ratherto an inherent
tradeof inducedby a mismatchof defenseandattacktimescales.
Consequentlyto completelydefendthe systemin the presencef
suchattacks,onewould necessarilyhave to significantly sacrifice
systemperformancen theirabsence.
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APPENDIX

Computingthe throughputof a TCP aggregateontheT = b time-
scale

Assumethataninitial outagecausesll TCP flows to enterthe
retransmissiotimeoutandassumehatT = b. Then,thethrough-
putof the TCP aggrgatecanbe computedas

b— E(z)
T ®)

whereE(X) denotesxpectedvalueof arandomvariableX which
corresponds aneventthatatleastoneTCPflow’stimeoutexpired
attimez, z € [a, b]. AssumingthateachTCPflow's minRT O is
uniformly distributedbetweern andb, the CDF of X becomes

p(T =b) =

b—x.,
b— a) '

Denotingthe correspondingdf of randomvariable X asp(zx),
we have

PX<z)=1—( (10)

z) = BP()(;ES 2) = n(b(b__x();; . (11)

Theexpectedvalueof X, E(X) canbecomputedas

p(

O
.E‘()()—/av ondm (12)

Theintegral from Equation(12) canbe solved by usingintegra-

tion by partswith thesubstitutem% = dv andz = u. The
solutionis E(X) = a + 22%. Thus,basedon Equation(9), we

have thatEquation(8) holds.



