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Introduce the project.
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Virtuoso project.

Efficient execution of parallel applications means better performance, cost and resource utilization for both the user and the service providers
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By combining the knowledge of these two aspects, we are in a position to make decisions. 

Our decision making capability depends on two factors:

VM Encapsulation provide flexibility in placement and migration of parallel applications on the network

Virtual Networks : can create custom routing and topologies on the underlying physical network

The goal of this project focus on the upper right hand part: understanding parallel application communication behavior

So what does the behavior look like: Parallel Applications communicate and compute. Communicate according to certain topologies.

Also bandwidth
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What is offline ?

To test hypothesis

Using tcpdump
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Wrote a set of perl scripts for each step to automate the whole process. Manually can be painful.

Use tcpdump to capture traffic for each host

Then we can do the require filtering to remove any non-application projects

Do flow aggregation to generate a traffic matrix for the hosts
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Then after we get the traffic matrix, we need to have algorithms to infer the topology from the traffic matrix, leaving out the noise

For this there are many ways, like pruning, pattern detection etc. 

Currently a simple linear scaling method is used to infer the topology. Explain the technique
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 A simple visualization  module was added which can visualize the inferred topology.

Using SAMBA from Georgia Tech. Example
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Explain the visualization generated.

Finally a one step process:

Doitall [parallel program name] and it went through all the steps and displayed the infered topology
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The patterns application was custom - written

Used PVM: Parallel virtual Machine

A parallel application development library
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Computational and communication characteristics in computational aerodynamics

Slide 16

Slide 17

Slide 18

This traffic matrix shows how placement of host1 is crucial on the network. High bandwidth connectivity should be there

Also the virtual network should facilitate the communication between other hosts and host1

Also the decisions need to be dynamic since the properties of the physical network may change
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The framework can aggregate all traffic for all periods of time. Need to detect only interesting communication behavior so that appropriate action can be taken.
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Explain both the mechanisms with examples
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Scalability issues

Performance is ok in latency and bandwidth tests.
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We run the parallel program and the Framework automatically detects the communication and outputs the aggregated traffic matrix when the communication ends

The traffic matrix was much larger than that from the physical hosts. Reasons: packets dropped in tcpdump in the offline case.
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